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ABSTRACT1 

This study addresses the question whether untrained and unaided observers can discriminate 
between real and posed smiles from different sets of smiling videos. Observers were shown smiling 
face videos, either in single or paired, to rate each of them on a number of scales intended to assess 
perceived real and posed smiles. We implemented four experiments where single smiles were 
shown in most cases, and paired smiles were shown in the third experiment. We found that 
observers are more accurate in response to paired videos (72.9%) compared to single videos (61.7% 
and 60.2%). Performance is increased when voting is introduced, but we need 11 to 13 observers in 
single smiles and 13 to 15 in paired smile discrimination. We found that female observers are more 
accurate compared to male observers. On testing with 8 ‘smiling’ virtual avatars we found only one 
was rated a real smile. This work will have significant impact on judgement of genuineness of 
smiles from avatars / automated virtual assistants, in that untrained individuals using normal 
human abilities can estimate how real the virtual smiles will seem for the human users to whom 
they are directed. 

CCS CONCEPTS 

• Human-centered computing → Interaction design → Scenario-based design; • Information
systems → Information retrieval → Users and interactive retrieval 
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Figure 2: Sample frames: posed smiles 
 

 

 
Figure 3: Sample frames: avatar smiles 
 

 
 
Figure 1: Sample frames: real smiles  
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1 INTRODUCTION 

Facial expressions are intrinsically linked to the human emotional information system that carries critical 
social signals and incites accurate, clear, and immediate recognition [4]. This information is used for 
evaluations of others’ emotional experiences. Happiness is the most uniformly displayed facial expression [3]. 
Generally, smiles are associated with happiness or positive feelings. Discriminating smiles has many potential 
implications in human computing and interaction research, including marketing, advertising and social deficit 
intervention programs [14]. In collaborative virtual environments, avatar realism increases copresence while 
decreasing self-disclosure, but there are behavioural and form limitations to current Virtual Reality avatars 
[2], thus the question whether avatar smiles look real or posed to human observers remains an open question. 

In previous work, Frank et al. [8] showed smilers’ paired and single videos to observers and reported that 
observers were able to recognize real smiles at a rate of 74% for paired smiles and 56% for single smiles. 
Gosselin et al. [9] achieved a single rate of 53-57%. Del Guidice and Colle [5] used trained actors for real and 
acted smiles, for a single rate of 66%. Gunnery and Ruben [10] reported that female observers are more 
accurate than male observers in recognition of real smiles, and that the recognition rate is higher for videos 
compared to image observations. In our study we are interested in observers’ verbal responses to viewed 
smilers’ videos, either paired or singly. We use the expression “smiler” to indicate the person in the video 
performing a real or posed smile, whereas the “observer” is the person watching the video. When the same 
smiler was viewed by observers in both real and posed smile forms, we report this as “paired”, otherwise we 
use the term “single”.  It has been suggested that “most fundamental application of affective computing 
would be Human-Computer Interaction (HCI) in which the computer is able to detect and track the user’s 
affective states, and make corresponding feedback” [24]. Our work is complementary, in assuring human 
recognition of computer similated affecting states. 

2  MATERIALS AND METHODS 

Smilers’ videos were collected from benchmark databases in the literature. When the smiles were elicited 
by showing a sequence of funny or otherwise pleasant video clips, we call them real smiles. When participants 
were asked to perform or instructed to display a pleasant smile, we call them posed smiles. 

The collected smilers’ videos were processed using oval masks in our early experiments to keep the face 
portion only, and presented to the observer in an order balanced way to avoid any order effects. All observers 
had normal or corrected to normal vision and provided written consent prior to participation. Approval from 
our University’s Human Research Ethics Committee was received. The verbal responses were recorded from  

Table 1: Experiment demographics; 
M=Male, F=Female, Observers = Obs. 

Obs. Age 
M F Total Mean ±Std. 

E1 6 5 11 31.6 5.0 
E2 18 13 31 28.8 6.8 
E3 17 14 31 21.9 3.0 
E4 7 8 15 33.6 4.5 

Table 2: Obs. VR (%) in E1 

O1 O2 O3 O4 O5 O6 
54.2 50.0 70.8 62.5 66.7 66.7 
O7 O8 O9 O10 O11 Avg. 
70.8 58.3 66.7 58.3 54.2 61.7 

Table 3: Obs. VR (%) in E2 

O1 O2 O3 O4 O5 O6 
65 40 75 75 45 65 
O7 O8 O9 O10 O11 O12 
60 75 50 55 50 55 

O13 O14 O15 O16 O17 O18 
60 75 65 55 70 45 

O19 O20 O21 O22 O23 O24 
45 60 55 45 70 60 

O25 O26 O27 O28 O29 O30 
85 85 50 85 40 60 

O31 Avg. 
60 60.2 
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observers in four experiments watching smilers on the screen (Table 1). In Experiment I (E1), twenty-four 
smilers’ videos (9 real, 15 posed) were collected [6, 19, 21, 23] and presented to the observers. Inspired by E1 
[11, 12], E2 used a balanced set of videos (10 real and 10 posed) collected from 4 benchmark databases [7, 
17, 19, 23]. We increased the number of observers from 11 in E1 to 31 in E2, but still find consistent results 
[13]. In E3 we used 31 new observers for 5 pairs of smilers’ videos, from the UvA-NEMO database [7]. E4 used 
15 observers on 14 videos: 6 human smile videos from E2 and E3 and 8 avatar smile videos [16]. See Figs. 1, 2, 3 
respectively for sample frames formatted alike of real smiles, posed smiles, and avatar smiles. 

3 RESULTS AND DISCUSSION 

Understanding human smiles can effect and facilitate the recognition of the smiler’s affective state. Avatar 
realism is known to affect observer behavior [1] but smile realism has not previously been examined. Each 
observer is not likely to be equally accurate in understanding a human smile’s nature or discriminating real 
and posed smiles. So how many observers do we need to discriminate real and posed smiles, to maximize 
accuracy? To address this question, we consider all of our experiments. In E1 where 24 smiles were shown to 
11 observers, their verbal response rates (VR) are depicted in Table 2 where ‘O’ denotes the observer. We can 
see that observers are on average 61.7% correct, which is somewhat above the chance value of 50%. We can 
improve results by combining the results of Observers, by voting, returning the decision when more than 50% 
of the observers detect smiles correctly. The combined results do discriminate real and posed smiles better, 
and improve the performance as shown in Fig. 4. The voting results are generated with the all of possible 
combination of observers, so the column for ‘3’ is the average of all 165 ways to choose 3 out of 11 observers, 
getting their voting result, and then averaging. It is clear from Fig. 4 that votes from largest number of 
observers (11 observers in this case) provide the best correct verbal response rate (75.3%). So we performed a 
further experiment E2 where another 31 observers were shown another set of 20 smiles, again to discriminate 
between real and posed smiles. The results are depicted in Table 3. We can see from Table 3 that from this 
group of 31, 6 observers have lower than chance, 3 observers have equal to chance, and the others are above 
chance in discriminating real and posed smiles. On average they are 60.2% correct, this is very similar to the 
results we found for E1. Then, we used the voting process as in E1 to find the numbers of observers to get the 
best overall verbal response rate. The results are explored in Fig. 5. 

We can see from Fig. 5 that VR is increased when the number of observers is increased from 1 to 11, then 
suddenly decreased; increased again at 19, and then gradually decreased while the number of observers is still 
increasing. The best verbal response rate is found in between 70.4% to 70.9% when the numbers of observers 
are 11, 13, 19, or 21. The curve has an overall peak between 11 and 21, but with limited differences between the 
top values in this range. The voting result is lower than in E1, probably due to differences in the smile videos 
used. We investigated this result further by implementing another experiment (E3) in paired smiles (where the 
same smiler was shown in both real and posed smiles). Another 31 observers were recruited to take part in 
this experiment, using yet another set of smile videos. The results are depicted in Table 4.  

Each observer scores above chance in discriminating real and posed smiles, which is plausibly from the 
opportunity to compare the real and posed smiles by the same person. This improvement in the results (from 
60.2% to 72.9% in our case) was also shown in Frank’s [8] results. Voting again improves the overall  

Figure 4: Obs. voting results in E1. 

Figure 5: Obs. voting results in E2. 

Figure 6: Obs. voting results in E3. 

Table 4: Obs. VR (%) in E3 
O1 O2 O3 O4 O5 O6 
100 60 80 80 100 80 
O7 O8 O9 O10 O11 O12 
60 80 60 60 60 80 

O13 O14 O15 O16 O17 O18 
80 60 60 60 80 100 

O19 O20 O21 O22 O23 O24 
60 100 60 80 80 80 

O25 O26 O27 O28 O29 O30 
60 60 60 80 60 80 

O31 Avg
. 

60 72.9 
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performance as explored in Fig. 6. We can see from Fig. 6 that the best VR is found for 9 (86.0%), 13 (85.6%), 15 
(86.4%), and 21 (85.6%) observers. In all other cases, observers’ VR gradually decrease as we move away  
from this region of the figure. We can conclude that 9 to 21 (or even 11 to 15) observers are enough to find the 
best accuracy to discriminate real and posed smiles, based on 3 sets of observers of 3 different sets of smiles. 

Others have found female observers are more accurate in this context [5, 6]. Our results are reported in 
Table 5, and we can see that female observers are more accurate in discriminating between real and posed 
smiles than male observers in our experiments also. According to the two-sample one-tailed t-test we 
performed, these results are significant in the case of single smiles in E2, but not significant in the case of 
paired smiles. The higher accuracy of female observers suggests that females are more sensitive to and better 
understand facial cues than male observers. This effect was also found from their voting results as depicted in 
Table 6. It is clear from Table 6 that female observers are more accurate in discriminating between real and 
posed smiles in any voting combination. In E2, the best verbal rate is 61.3% when the number of male 
observers is 11 and 80.7% when the female observer is 15. In E3, these numbers are 11 for male and 13 for 
female observers. Thus a range for number of observers between 11 and 15 to get a good accuracy remains 
plausible. Conclusively, our result on the number of observers needed has potential applicability in 
social/information settings since we could chose the number of observers to correctly judge a true facial 
expression, in a principled fashion based on the results of our investigations as reported here. In future, we 
would aim to analyze observers’ various physiological responses in such experiments to justify the 
compatibility of observers’ verbal response rate with their own physiological response. 

The limitations of our work are the relatively low level of accuracy of all human beings in recognizing the 
difference between real and posed smiles from single instances – we meet others’ smiles singly, particularly 
when we meet new people. We have found only 1 of 8 avatars from loom.ai [16] (see also [22]) rated as real, 
and even then only 53% of observers rated that avatar smile as real, as seen in Table 7. It is clear that 4 of 8 
avatars were very clearly rated as posed, with 3 of 8 rated as posed but with less certainty. The 53% for the 
single genuine avatar is a low figure, compared with the results in Table 6 for E1 and E2 on single smiles. This 
indicates that the best avatar smile is still less plausible as a real smile for our participants. For E4, we had 
chosen at random 3 real smile videos from E2 and 3 posed from E3. The results from E4 participants on these 
human smile videos were compatible with the results in E2 and E3, indicating that our observers in E4 
behaved normally, consistently with E2 and E3. 

It has been suggested that human-robot interaction is likely to be facilitated by human-like facial 
expressions [15] – but will we feel the robots are expressing real emotions? If not, our emotional reactions are 
likely to hinder appropriate interactions. Thus, for human beings observing avatar smiles that do not “feel” 
real, this will most likely impact on achieving the objectives for which the avatar was employed, e.g. [18]. 
With increasing use of avatars in service delivery and customer relations by business and government, 
evaluating the perceived quality of avatars will be a significant area of human computer interaction research 
into the future. Out future work will involve creation of avatars from our benchmark smile videos using a 
range of avatar creation tools to investigate: if real smiles and posed smiles remain consistent with any of the 
tools; use of other emotions with avatars such as anger [4]; observer training by overt feedback from their eye 
gaze [25]; and investigating interactions of genuineness of avatar smiles with other aspects of an avatar’s 
visual style [20]. 

Table 5: Avg. VR of male and female 

E1 E2 E3 
Male 59.0% 56.4% 71.3% 

Female 65.0% 65.4% 75.7% 
p (t-test) 0.09 0.03 0.16 

Table 6: Votes (%) from male (M) and 
female (F) 

No. 
of 

Obs. 

E1 E2 E3 
M F M F M F 

1 59.0 65.0 56.4 65.4 71.3 75.7 
3 64.6 68.3 58.9 70.3 77.4 84.3 
5 68.8 70.8 60.0 72.0 79.4 88.5 
7 

— 

60.8 72.8 80.5 91.4 
9 61.2 73.3 81.0 94.0 
11 61.3 73.7 80.7 96.9 
13 60.9 75.0 80 100 
15 59.7 80.7 80 

– 
17 57.5 – 80 

Table 7: Realness of Avatar smiles: 
No. of Obs. to select avatar as …. 

Smiles Real Fake % Real 
A1 2 13 13% 
A2 2 13 13% 
A3 5 10 33% 
A4 2 13 13% 
A5 1 14  7% 
A6 8 7 53% 
A7 5 10 33% 
A8 6 9 40% 
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